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Abstract—We present an approach to high-level control for bipedal walking exemplified with a 2D point-mass inextensible-legs inverted-pendulum model. Balance control authority here is only from step position and trailing-leg push-off, both of which are bounded to reflect actuator limits. The controller is defined implicitly as the solution of an optimization problem. The optimization robustly avoids falling for given bounded disturbances and errors and, given that, minimizes the number of steps to reach a given target speed. The optimization can be computed in advance and stored for interpolated real-time use online. The general form of the resulting optimized controller suggests a few simple principles for regulating walking speed: 1) The robot should take bigger steps when speeding up and should also take bigger steps when slowing down 2) push-off is useful for regulating small changes in speed, but it is fully saturated or inactive for larger changes in speed. While the numerically optimized model is simple, the approach should be applicable to, and we plan to use it for, control of bipedal robots in 3D with many degrees of freedom.

I. INTRODUCTION

In the long run we would like to explain, and robotically reproduce, the efficiency, speed and versatility of human bipedal locomotion in various terrains. Here we work towards this goal by designing a controller for walking, focusing on the ability to avoid falling in level walking, considering various disturbances. Bipedal locomotion violates many common assumptions in basic classical control: it is nonlinear, non-holonomic [1], has discontinuities, and changes governing equations during the motion. Hence there is no generally-accepted classical-controls approach to stabilizing walking. Here we pursue a hierarchical controller strategy for walking control.

Most balance controllers use some sort of hierarchical structure, factoring the control problem for walking into two parts: a high-level controller concerned with overall robot position and balance, and a low-level controller that deals with the many internal degrees of freedom. The high-level controller may specify foot placement, leg length, and ground reaction forces and torques to achieve balance; while the low level controller determines individual motor commands to realize these sub-goals.

A few examples of robots that use a hierarchical approach include Atlas [2], Asimo [3], MABEL [4], and the Cornell Ranger [5], all of which use a balance controller based on one or another simple low-dimensional model. For instance, the capture point controller [6]–[9] uses the linear inverted pendulum (LIP) model to plan future foot step locations and a trajectory for the center of mass. These high-level commands are then realized by giving commands to individual motors based on inverse kinematics and dynamics of a full high-dimensional model of the robot.

Although these simple models are primarily used to make the locomotion balance problem tractable, they also seem to be genuinely good models for balance control [10]. Because of their utility, however motivated, most successful simple models are based on a point mass at or near the hip, light or mass-less legs, and actuation to control the time and location of foot falls and the ground reaction force. The models tend (sensibly, we think) to neglect the effects on balance of upper body motions and the details of leg swing between steps.

Within the class of point-mass models just mentioned, there are still choices. One common choice is to use the ‘linear inverted-pendulum’ (LIP) model, in which the height of the point mass is held constant (e.g. with ‘capture point’ and ‘zero moment point’ control). Here, however, we use an ‘inverted-pendulum’ (IP) model which has constant leg length instead of constant hip height. The IP model has not been as frequently used for walking balance control as the LIP model, in part because of the mathematical simplifications of the LIP (e.g. [11]).

We use the IP model for control because it uses energy more effectively than the LIP model. More precisely, Srinivasan and Ruina [12], [13] used numerical trajectory optimization to find positive-work minimizing gaits on a general point-mass walker and found that the energy-minimal walking gait used constant-length legs: the IP model of walking. In this model the stance leg length remains constant, and the push-off at the end of the stance phase is (at least approximately) impulsive. This is a powered version of the
so-called ‘Simplest Walker’ [14]. The energy effectiveness of impulsive push-off and straight leg walking is also discussed in Kuo [15] for a similar model. Because of the IP’s good energetics, it is the basis of our walking robots. In the design of the controller here, however, we do not explicitly consider energy, focusing instead on robustness to disturbances and quick return to a nominal gait.

Zaytsev [16] has introduced a simple walking controller for this IP model, based on finding simple control laws that maximize the distance from failure boundaries. Here, we extend Zaytsev’s work by optimizing an arbitrary-form controller that is robust to disturbances and also stable. Additionally, the design process here is fast enough that it can be repeated to stabilize a range of speeds thus generating a full feedback policy for a range of walking-speed goals. Despite a difference of methods with Zaytsev, there are common results (discussed below). This may indicate that we are extracting features that are necessary aspects of any robust walking balance controller that is reasonably constrained by actuator and sensor limits.

II. WALKING MODEL

Our model consists of a point-mass hip on mass-less inextensible legs (Fig. 1). The model has two control inputs at each step: the angle of the stance leg (φ) at heel-strike, and the push-off impulse (p) that occurs immediately before heel-strike.

A step comprises four distinct phases, starting from a midstance (more or less a Poincaré Section) where the stance leg is vertical and rotating clockwise. These phases are illustrated in Fig. 2: a swing-down to the step angle (φ); followed by an impulsive push-off (p); then heel-strike and leg-switch; and finally a swing-up to mid-stance. Throughout the paper we measure walking speed in the various phases of the gait by the dimensionless (divide by $\sqrt{g/\ell}$) angular velocity $\omega$ of the stance leg.

A. Actuation

The step length is determined by the step angle: step length $= 2\ell \sin \phi$. We neglect swing-leg inertia: its motion does not affect the motion of the stance leg. The step angle is bounded (constrained) to mimic the joint limits of a real robot.

The impulsive push-off is meant to be a proxy for the energy injected into the walking motion by the extension of the trailing leg (ankle extension). The bounds on the push-off are a proxy for the maximum power available for leg extension.

B. Equations of Motion

The model is a simple inverted pendulum, but with impulses and resets at each step. The parameters $m$, $g$, and $\ell$ represent the robot’s mass, gravitational acceleration, and leg length respectively. The control variables $\phi$ and $p$ represent the step angle and push-off impulse respectively.

The step starts with the stance leg vertical and rotating with speed $(\omega_k)$ towards heel-strike. The angular rotation rate immediately before push-off can be obtained via conservation of energy:

$$\omega^- = \sqrt{\left(\omega_k\right)^2 + \frac{2g}{\ell} (1 - \cos \phi)}. \quad (1)$$

Next, a push-off impulse is applied to the point-mass along the stance leg, changing the hip’s velocity vector. After that, the swing leg becomes the new stance leg as it collides with the ground, exerting another impulse on the point-mass hip. The composition of these two collisions, governed by angular momentum balance about the new stance foot, yields the rotational speed of the new stance leg $(\omega^+)$,

$$\omega^+ = (\omega^-) \left(\cos^2 \phi - \sin^2 \phi\right) + \frac{2p}{ml} \cos \phi \sin \phi. \quad (2)$$

After the two collisions, the stance leg swings up to the next mid-stance, again ruled by conservation of energy,

$$\omega_{k+1} = \sqrt{\left(\omega^+\right)^2 - \frac{2g}{\ell} (1 - \cos \phi)}. \quad (3)$$

C. Feasibility conditions

A walking step is considered successful (i.e. the robot did not fail) if two conditions are met: first, the stance leg is always in compression (this is also a no-flight condition), and second, the speed after the heel-strike must be sufficient to continue on to the next step without falling over backwards. These conditions are expressed with the four inequality constraints:

$$\omega^- < \sqrt{\frac{g}{\ell} \cos \phi} \quad (4)$$

$$0 < (2m\ell)(\omega^-) \cos \phi \sin \phi - p \left(\cos^2 \phi - \sin^2 \phi\right) 2\ell \quad (5)$$

$$\sqrt{\frac{2g}{\ell} (1 - \cos \phi)} < \omega^+ < \sqrt{\frac{g}{\ell} \cos \phi}. \quad (6)$$

The first inequality (4) is a restriction on the speed before the push-off impulse. The second inequality (5) is a restriction on the collision impulse - the collision cannot pull the walker towards the ground. The final inequalities (6) are restrictions on the lower and upper bounds on the speed after collision, preventing both falling over backwards and flight.
D. Disturbance Model

In this paper we claim that the controller is robust to errors in modeling (7), actuation (8)-(9), and sensing (10). Each type of error is modeled as a perturbation:

\[ \ell := \ell + \delta\ell, \quad |\delta\ell| \leq \Delta\ell \]  \hspace{1cm} (7)

\[ p := p + \delta p, \quad |\delta p| \leq \Delta p \]  \hspace{1cm} (8)

\[ \phi := \phi + \delta \phi, \quad |\delta \phi| \leq \Delta \phi \]  \hspace{1cm} (9)

\[ \omega_k := \omega_k + \delta \omega, \quad |\delta \omega| \leq \Delta \omega \]  \hspace{1cm} (10)

We represent the vector of disturbances:

\[ \delta = [\delta\ell, \delta p, \delta \phi, \delta \omega], \quad \delta \in D \]  \hspace{1cm} (11)

The set of disturbances \( D \) may be thought of as a four-dimensional hyper-rectangle. We define a set of maximal disturbances \( D_{\text{max}} \) that correspond to the \( 2^4 \) corners of this hyper-rectangle.

\[ D_{\text{max}} = \{[\pm \Delta\ell, \pm \Delta p, \pm \Delta \phi, \pm \Delta \omega]\} \]  \hspace{1cm} (12)

We use the full set of disturbances \( D \) for doing controller verification and testing, and the smaller sub-set of maximal disturbances \( D_{\text{max}} \) for controller design and optimization.

III. CONTROLLER DESIGN

Our controller is a function that maps the estimated mid-stance 2 speed \( \hat{\omega}_k \) to a desired push-off impulse \( (p, \phi) \) and step angle \( \phi \). When implemented on a real robot, the push-off impulse is related to how much energy the extension of the trailing leg adds to the robot before the next step. The step angle corresponds to a target foot-placement location on the ground.

\[ \{p, \phi\} = K(\hat{\omega}_k) \]  \hspace{1cm} (13)

The controller \( K \) aims to stabilize the walking gait to a user-specified target speed \( \omega^* \). Here, we outline the design process for a single given target speed. The method is then repeated to find controllers for a variety of speeds (see results section).

We discretize the range of possible input mid-stance speeds \( \Omega_I = [0, \omega_{\text{max}}] \). The output of the controller at each of these grid-points is computed by solving an optimization problem: \( p \) and \( \phi \) are the controls that stabilize the mid-stance speed \( \omega_\infty \rightarrow \omega^* \) in the fewest number of steps while preventing falls despite all possible bounded disturbances. At run-time the controller is evaluated via linear interpolation over this grid.

We express the design requirements (stability and robustness) as constraints in the optimization problem that defines the controller. Thus, if the optimization returns a feasible solution, then the controller will satisfy the design requirements precisely for every grid point in the controller.

1 For example, \([\pm \Delta\ell, +\Delta p, -\Delta \phi, +\Delta \omega]\) \( \in D_{\text{max}} \)

2 Mid-stance is the point during a step when the stance leg is vertical.

A. Asymptotic Stability

We want the controller to bring the robot towards the desired walking speed \( \omega^* \), starting from any mid-stance speed \( \omega_k \) drawn from the set of allowed initial speeds \( \Omega_I \). This goal can be expressed as the need for reduction at each step of the discrete Lyapunov function \( V \), with \( V \) defined as the mid-stance speed-error squared:

\[ V(\omega_k) = (\omega^* - \omega_k)^2 \]  \hspace{1cm} (14)

The controller is asymptotically stable if the Lyapunov function decreases at each successive step:

\[ V(\omega_{k+1}) < V(\omega_k) \quad \forall \omega_k \in \Omega_I \]  \hspace{1cm} (15)

This condition (15) is imposed as a constraint in the controller design, thus any controller will be asymptotically stable, in the absence of disturbances.

B. Robust Stability

Asymptotic stability in the absence of disturbances is good, but we would also like to show that the controller is still stable given any disturbance \( \delta \in D \). In this case, it is not possible to show convergence to a point, but we can (and do) show convergence to some finite set \( \Omega_G \) that contains the target mid-stance speed.

For this aspect of the controller, we separate the controller design and verification. For the controller design we find the controls that minimize the Lyapunov function (14) over the finite the set of maximal disturbances \( D_{\text{max}} \). The set \( D_{\text{max}} \) is a proxy for the disturbance that precisely maximizes the Lyapunov function. Note that \( \omega_1 \) is the next mid-stance speed, subject to disturbance \( \delta \). The controls \( (p, \phi) \) and initial state \( (\omega_k) \) are held constant over each step in the sum:

\[ f(p, \phi) = \sum_{\delta \in D_{\text{max}}} (\omega^* - \omega_1)^2 \]  \hspace{1cm} (16)

Once the controller has been designed, we do stability verification by running an additional optimization to find the precise disturbance that maximizes the Lyapunov function at the next step \( \forall \omega_k \in \Omega_I \). The result of this optimization is the size of the goal set \( \Omega_G \) that satisfies (17) and (18).

\[ V(\omega_{k+1}) < V(\omega_k) \quad \forall \omega \in \Omega_I - \Omega_g \quad \forall \delta \in D \]  \hspace{1cm} (17)

\[ V(\omega_{k+1}) \leq V(\omega_k) \quad \forall \omega_{k+1} \in \Omega_G \quad \forall \omega_k \in \delta \Omega_G \quad \forall \delta \in D \]  \hspace{1cm} (18)

The first of these equations (17) shows that the controller is asymptotically stable to \( \Omega_G \), even in the presence of disturbances. The second equation (18) shows that once the walking speed is inside the boundary of the goal set \( \delta \Omega_G \), that there is no disturbance that can push it out.
C. Fall Prevention

In addition to reaching the target walking speed, we would like that any execution of the controller avoid falling. This is accomplished by adding the constraints (1)–(3) to the optimization problem, and requiring that they hold for \( \forall \delta \in D_{\text{max}} \).

D. Implementation

The constraints for the optimization problem require solving total of 17 simulated walking steps: one nominal step (without perturbation), and \( 2^4 \) perturbed steps (one for each disturbance in \( D_{\text{max}} \)). All of these simulated steps start from the same initial state and the same control.

For each of these simulated walking steps, the intermediate speeds \( \omega^- , \omega^+ \) and next step speed \( \omega_{k+1} \) are passed as decision variables in the optimization. This allows the dynamics (1)–(3) and no-falling constraints (4)–(6) to be expressed as simple non-linear functions of the decision variables. The asymptotic stability condition (15) and objective function (16) are both quadratic in the decision variables. Posing each optimization problem in this way makes it easy to compute gradients and solve quickly using standard non-linear constrained optimization packages.

IV. RESULTS

In this section we present an optimal controller, as designed using the framework presented in this paper.

A. Design Parameters

All parameters in this paper (Table I) have values that roughly match the Cornell Ranger [17].

B. Optimization

We used Matlab’s \([18]\) FMINCON optimization software to solve all optimization problems presented here.

The optimization problem that defines the controller is evaluated for each point on a grid. The results here were computed using a grid of 50 points. Similar results are evaluated for each point on a grid. The results here were obtained for grids with fewer points, although there is a slight degradation in performance due to interpolation errors at run-time.

The results presented here took approximately 62 seconds\(^3\) to generate in Matlab. Three controllers were generated (including verification), with 50 grid-points each, giving an average time of 0.4 seconds per grid-point.

C. Optimized Push-Off Controller

The optimized push-off controller is shown in Fig. 3. It has a relatively simple form: big push-off to increase speed, and no push-off to slow down. For fast walking, the push-off is saturated at the maximum value for much of the domain.

![Figure 3. Optimized Push-Off Controller](image)

**Fig. 3.** Optimized Push-Off Controller. This figure shows the optimal push-off controller for three different walking speeds. The general trend is simple: too fast \(\rightarrow\) no push-off, too slow \(\rightarrow\) big push-off. Notice that the actuation is saturated for much of the domain for the fast controller.

D. Optimized Step-Length Controller

The optimized step-length controller is shown in Fig. 4. The general trend is that you should take small steps when you are near the target speed, and bigger steps otherwise. In the absence of push-off \((p = 0)\), taking bigger steps increases the energy lost due to collision, and will slow the walking gait. If the push-off is non-zero, then it is scaled by a term that increases with the step angle. In effect, taking bigger steps allows the push-off impulse to be more effective. This explains the general trend: if a large push-off is used, then that term dominates the collision losses, and the walking gait speeds up; if a small push-off is used, then the collision losses dominate and the walker slows.

E. Stability and Robustness

Given the optimal controller shown in Figs. 3 and 4, it is possible to compute the closed-loop dynamics of the system, mapping the mid-stance speed from one step to the next. Figure 5 shows this so-called one-step map for an intermediate speed walking gait. The horizontal axis shows
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**Fig. 5.** One-step Map. This figure shows the optimal controller for three different walking speeds. The general trend is simple: too fast \(\rightarrow\) no push-off, too slow \(\rightarrow\) big push-off. Notice that the actuation is saturated for much of the domain for the fast controller.
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the mid-stance speed at step $k$, and the vertical axis shows the mid-stance speed the next step ($k + 1$). Any given point on the horizontal axis maps to a set of points on the vertical axis, corresponding to the set of reachable speeds given any allowed disturbance.

The purpose of this figure is to visualize the stability of the controller. The diagonal dashed lines show the points where the Lyapunov function (14) is unchanged from one step to the next. The entire horizontal axis is the set of initial speeds $\Omega$, and there is a thin vertical shaded region that shows the goal set $\Omega_G$. For initial speeds that are outside of the goal set, the Lyapunov function is always decreasing from one step to the next. Notice that for most of the domain of the controller, there is a large reduction in error from one step to the next, despite disturbances. For example, if $\omega_k = 0.75 \omega_{\max}$, then $\omega_{k+1} \in [0.4 \omega_{\max}, 0.6 \omega_{\max}]$. If there were no disturbances, then $\omega_{k+1}$ would be $0.51 \omega_{\max}$. The vertical shaded region shows the goal set $\Omega_G$ that satisfies (17) and (18).

The approach here was inspired by robust control: the controller avoids falls for all reasonable values of disturbed and desired walking speeds. That is, assuming we consider only forwards walking, the basin of attraction of this controller is maximal with the given noise.

The perturbation on leg length was randomly drawn once at the beginning of each of the $10^3$ simulations, and then held constant for all $10^3$ steps in each simulation. This was done to more closely mimic a robot that had a modeling error. The other disturbances were randomly drawn on every single step.

**F. Simulation Test**

As one final check, we simulated the closed-loop system for a total of $10^6$ steps, where the robot was subject to random disturbances, uniformly drawn from $D^4$. We ran $10^3$ simulations, each consisting of $10^3$ steps and starting from a randomly chosen initial condition uniformly drawn from $\Omega_f$. In all cases the mid-stance speed stabilized to the target speed within a few steps, and the mid-stance speed remained within the goal set ($\Omega_G$) on all subsequent steps. That is, despite the disturbances applied at each step, the controller was able to prevent falls in all cases.

**V. Discussion**

We have presented a controller for a simple model of walking that is maximally robust, by our measures. This controller can regulate a desired walking speed while preventing falls due to reasonable errors in the model, sensors, and actuation. The controller avoids falls for all reasonable values of disturbed and desired walking speeds. That is, assuming we consider only forwards walking, the basin of attraction of this controller is maximal with the given noise.
optimization, where these robustness and stability requirements were enforced as constraints on the optimization. Although the resulting controller is correct by construction, we demonstrated the performance of the controller using massive simulation.

We designed a controller that could robustly stabilize slow, moderate, and fast walking gaits for the inverted pendulum model of walking, using parameters based on our robot, the Cornell Ranger. An interesting and perhaps general result is this: To increase speed, the controller takes large steps and uses large push-off. To maintain speed, it takes small steps and uses intermediate values of push-off. To decrease speed, the controller takes large steps with no push-off. This general trend is observed across all walking speeds. Although only one step length is observed to be the desired push-off and foot placement.

VI. FUTURE WORK

We plan to develop this controller for use on a 2D robot, Cornell Ranger, and then later, for a 3-D robot with many degrees of freedom.

One limitation of our model is that we restricted it to forward motion without a flight phase. These restrictions make calculations easier, but are overly conservative with respect to the real limits on falling; a small flight phase, or a step backwards does not necessarily lead to a fall. With a more general model that allowed some flight and back-stepping, we could make a robust controller with even larger allowed bounds on the various disturbances.

The extension from a 2-D robot to a 3-D robot will raise the mid stance state from 1 number to 2 (or 3 if heading is to be stabilized). The actuation will go from 2 controls to 3 (push off, step length and steering angle). However, the addition of more internal degrees of freedom does not change the form of this high-level controller. Rather the output of a controller of the type developed here, will serve as input to the micro-management of the various joints so as to achieve the desired push off and foot placement.
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